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#### Abstract

In this paper we propose a novel method of solving the averaging problem for distributed Wireless Sensors Networks. Our method uses a set of probabilistic counters and allows to find the approximation of the average of a set of measures done by sensor network with arbitrary, controlled by two parameters, precision. The exchange of information is based on broadcasting method exploiting extreme propagation technique. Our method require $\mathbf{O}(\mathbf{D})$ rounds, where $\mathbf{D}$ is the diameter of the network. Index Terms-message propagation, distributed algorithm, extreme propagation, average, probabilistic counter, exponential distribution, Erlang distribution, Delta method


## I. Introduction

The problem of averaging in distributed Wireless Sensors Networks (WSN) have been widely studied in a series of paper (see e.g. [1], [2]). Recent versions of this algorithms (see [3]-[5]) take benefit of the broadcast nature of the wireless communication channels. But in all these algorithms the convergence speed to the true average is large and highly exceed the diameter of the network, which is the obvious lower bound on the number of rounds needed to compute the exact average.

The idea of using probabilistic counters for estimation of aggregates in networks was introduced in [6], [7]. In this paper we propose a novel method of estimation of average in the distributed enviroment. Our method is based on the extreme propagation technique popularized by C. Baquero, P . S. Almeida, and R. Menezes in 2009 in [8] and on the notion of probabilistic counters invented by 1977 by Robert Morris in [9]. It runs in $\mathrm{O}(D)$ steps, where $D$ is the diameter of network. Its precision is controlled by two parameters. In our method the approximation of the average is build from approximated histograms built using probabilistic counters.
Let us mention, that we are not assuming any knowledge on the size of the network. We assume only that we know some reasonable upper bound on the network diameter.

## A. Mathematical Notation and Background

We denote by $|A|$ the cardinality of a set $A$. By $\Gamma(x)$ we denote the standard generalization of the factorial function. Notice that $\Gamma(n)=(n-1)$ ! for any integer $n \geq 1$.

We denote by $\mathbf{E}[X]$ and $\operatorname{var}[X]$ the expected value and the variance of the random variable $X$, respectively. We denote by
$\xrightarrow{d}$ the convergence in distribution of random variables. We will use the following property of this convergence: if $X_{n} \xrightarrow{d}$ $X$ and $g$ is a continuous function, then $\lim _{n} \mathbf{E}\left[g\left(X_{n}\right)\right]=$ $\mathbf{E}[g(X)]$.
Let us recall that a random variable $X$ has the exponential distribution with parameter $\lambda(X \sim \operatorname{Exp}(\lambda))$ if its density function $f_{X}$ is given by the formula $f_{X}(x)=\lambda \exp (-\lambda x)$. If $X_{1}, \ldots, X_{n} \sim \operatorname{Exp}(\lambda)$ and are independent and $Y=$ $\min \left\{X_{1}, \ldots, X_{n}\right\}$ then $Y \sim \operatorname{Exp}(\lambda)$. If $X_{1}, \ldots, X_{L}$ are independent random variables with a common $\operatorname{Exp}(\mu)$ distribution, then the sum $S=X_{1}+\ldots+X_{L}$ have the Erlang distribution with parameters $L$ and $\mu(S \sim \operatorname{Erl}(L, \mu)$ ), i.e. its density function is given by formula

$$
\begin{equation*}
f_{L, \mu}(x)=\frac{\mu^{L} x^{L-1} e^{-\mu x}}{(L-1)!} . \tag{1}
\end{equation*}
$$

## II. Histograms

We assume that network is modeled by a connected graph with relatively small diameter $D$. The edges of this graph corresponds with bidirectional communication links. Suppose that the network consist on $n$ nodes numbered by $\{1, \ldots, n\}$ and that each node stores a value $T_{k}$. Let $\vec{T}=\left(T_{i}\right)_{i=1, \ldots, n}$. Our goal is to estimate the mean

$$
\operatorname{avg}(\vec{T})=\frac{1}{n} \sum_{k=1}^{n} T_{k}
$$

in an efficient and easy way.
Using the extreme propagation technique in its basic form we may assume that each node knows the values $m=$ $\min \left\{T_{i}: i=1, \ldots, n\right\}$ and $M=\max \left\{T_{i}: i=1, \ldots, n\right\}$. If $m=M$ then the average value of the sequence $\left(T_{i}\right)$ is known. Suppose hence that $m<M$ and let $\Delta=M-m$.
We fix a parameter $K$ and we split the interval $[m, M]$ into $K$ intervals of equal length: we put $I_{i}=\left[m+\frac{\Delta}{K}(i-1), m+\right.$ $\left.\frac{\Delta}{K} i\right)$ for $i=1, \ldots K-1$ and $I_{K}=\left[m+\frac{\Delta}{K}(K-1), M\right]$. Let $w_{i}$ denotes the middle point of the interval $I_{i}$, i.e. we put $w_{i}=m+\frac{\Delta}{K}\left(i-\frac{1}{2}\right)$.
Let $H_{i} \xlongequal{=}\left|\left\{k: T_{k} \in I_{i}\right\}\right|$, for $i \in\{0, \ldots, K-1\}$. We call the vector $\vec{H}=\left(H_{i}\right)_{i=1 \ldots K}$ a histogram of the data $\left(T_{i}\right)_{i=1, \ldots n}$. We are going to approximate the average
value of observed data $\left(T_{i}\right)_{i=1, \ldots, n}$. For arbitrary vector $\vec{k}=$ $\left(k_{1}, \ldots, k_{K}\right)$ we define a function

$$
\operatorname{am}_{\vec{k}}\left(x_{1}, \ldots, x_{K}\right)=\frac{\sum_{i=1}^{K} k_{i} x_{i}}{\sum_{i=1}^{K} x_{i}}
$$

We approximate the average value of observed data $\left(T_{i}\right)_{i=1, \ldots, n}$ be the value $\operatorname{am}(\vec{H})=\operatorname{am}_{\vec{w}}(\vec{H})$, where $\vec{w}$ is the sequence of middle poins of histograms intervals, i.e. we define

$$
\begin{equation*}
\operatorname{am}(\vec{H})=\frac{\sum_{i=1}^{K} w_{i} H_{i}}{\sum_{i=1}^{K} H_{i}} \tag{2}
\end{equation*}
$$

In this approach each observed value is approximated by the nearest element from the set of middle points $\left(w_{i}\right)_{i=1, \ldots, K}$, so some errors in this method is unavoidable. We call this error a discretization error. This error is controlled by the number $K$ of sub-intervals into which we divide the range of observed data and by the spread of observed data:
Theorem 1 (Discretization error). For arbitrary vector $\vec{T}$ of observed data we have

$$
\frac{|\operatorname{am}(\vec{H})-\operatorname{avg}(\vec{T})|}{M-m} \leq \frac{1}{2 K}
$$

where $m=\min \left\{T_{i}: i=1, \ldots, n\right\}$ and $M=\max \left\{T_{i}: i=\right.$ $1, \ldots, n\}$.

## A. Approximate Counters

Probabilistic counters where intensively investigated in last years. They were invented in 1977 by Robert Morris (see [9]). This version was carefully analyzed in the early 1980s by Philippe Flajolet (see [10]), who coined the name Approximate Counting In a more recent investigations some other methods where proposed for estimation of a cardinality of a stream of data. Some of them are well suited for counting the size of distributed network (see e.g. [11], [12]).

In this paper we use a method based on exponential distributions. It uses the following property of this distribution: if $X_{1}, \ldots, X_{n}$ are independent random variables with the common distribution $\operatorname{Exp}(1)$, then the random variable $Y=\min \left\{X_{1}, \ldots, X_{n}\right\}$ has the distribution $\operatorname{Exp}(n)$. One random variable with $\operatorname{Exp}(n)$ is not sufficient for the estimation of the the parameter $n$. However, if we have a sequence $Y_{1}, \ldots, Y_{L}$ of independent random variables with $\operatorname{Exp}(n)$ distribution where $L>2$, then the random variable $Z=Y_{1}+\ldots+Y_{L}$ has the Erlang distribution $\operatorname{Erl}(L, n)$. Moreover, from Eq. 1 we easily deduce that $\mathbf{E}\left[\frac{L-1}{Z}\right]=n$ and $\operatorname{var}\left[\frac{L-1}{Z}\right]=\frac{n^{2}}{L-2}$. Therefore, the random variable $C=\frac{L-1}{Z}$ is an unbiased estimator of the number $n$ and its precision is controlled by the parameter $L$. We will use this approach in this paper.

## B. Approximated Histograms

Let $\vec{T}=\left(T_{i}\right)_{i=1, \ldots, n}$ be the sequence of observed values. We split the interval $[\min (\vec{T}), \max (\vec{T})]$ into $K$ intervals $\left(I_{i}\right)_{i=1, \ldots, I_{K}}$ of equal lengths. We associate with each interval $I_{i}$ a approximate counter $C_{L, i}$ counting the number $H_{i}=\mid\{k$ : $\left.T_{k} \in I_{i}\right\} \mid$ based on the Erlang distribution $\operatorname{Erl}\left(L, H_{i}\right)$.

We call the vector $\vec{C}_{L}=\left(C_{L, i}\right)_{i=1 \ldots K}$ an approximate histogram of the data $\left(T_{i}\right)_{i=1, \ldots n, \text {. Let } \vec{H}}$ be the histogram obtained from $\vec{T}$. We will prove the number $\operatorname{am}\left(\vec{C}_{L}\right)$ is an asymptotically unbiased estimator of the number $\operatorname{am}(\vec{H})$.
Theorem 2. Let $\vec{H} \in \mathbb{R}^{K}$ be a vector of non-negative numbers such that $C=\sum_{i=1}^{K} H_{i}>0$. Then

$$
\sqrt{L}\left(\operatorname{am}\left(\vec{C}_{L}\right)-\operatorname{am}(\vec{H})\right) \xrightarrow{d} \mathcal{N}\left(0, s^{2}\right)
$$

where $s^{2}=\sum_{i=1}^{K}\left(\sum_{j=1}^{K}(j-i) H_{i} H_{j}\right)^{2} \cdot C^{-4}$.
Proof. Let us fix $i$ such that $H_{i} \geq 1$. Then $C_{L, i}=\frac{L-1}{X}$, where $X \sim \operatorname{Erl}\left(L, H_{i}\right)$. From Lemma 1 proved in Section VI we deduce that the sequence $\sqrt{L}\left(C_{L, i}-H_{i}\right)$ converges (if $L$ grows to infinity) in distribution to the normal distribution $\mathcal{N}\left(0, H_{i}^{2}\right)$. Notice that if $H_{i}=0$, then $C_{L+1, i}=0$, so $\sqrt{L}\left(C_{L, i}-H_{i}\right)=$ 0 , hence also in this case we have a convergence to $\mathcal{N}(0,0)$, interpreted as the Dirac's delta function. Observe also that random variables $C_{L, 1}, \ldots, C_{L, K}$ are independent. Therefore

$$
\sqrt{L}\left(C_{L, 1}-H_{1}, \ldots, C_{L, K}-H_{K}\right) \xrightarrow{d} \mathcal{N}(0, \Sigma)
$$

where $\Sigma=\operatorname{diag}\left(H_{1}^{2}, \ldots, H_{K}^{2}\right)$ is the square diagonal matrix with elements $\left(H_{1}^{2}, \ldots, H_{K}^{2}\right)$ on the main diagonal.

We are going to apply the Multivariate Delta Method to the function $\operatorname{am}()$. Notice that

$$
\frac{d}{d x_{i}} \operatorname{am}()=\frac{d}{d x_{i}} \frac{\sum_{j=1}^{K} w_{j} x_{j}}{\sum_{j=1}^{K} x_{j}}=\frac{\sum_{j=1}^{K}\left(w_{i}-w_{j}\right) x_{j}}{\left(\sum_{j=1}^{K} x_{j}\right)^{2}}
$$

Let $\nabla_{\vec{H}}$ be the gradient $\left(\frac{d}{d x_{1}} \operatorname{am}(), \ldots, \frac{d}{d x_{K}} \operatorname{am}()\right)$ evaluated at the point $\vec{H}=\left(H_{1}, \ldots, H_{K}\right)$. From the Multivariate Delta Method we get

$$
\sqrt{L}\left(\operatorname{am}\left(\vec{C}_{L}\right)-\operatorname{am}(\vec{H})\right) \xrightarrow{d} \mathcal{N}\left(0, \nabla_{\vec{H}}^{T} \Sigma \nabla_{\vec{H}}\right)
$$

hence

$$
\sqrt{L}\left(\operatorname{am}\left(\vec{C}_{L}\right)-\operatorname{am}(\vec{H})\right) \xrightarrow{d} \mathcal{N}\left(0, s^{2}\right)
$$

where

$$
\begin{gathered}
s^{2}=\sum_{i=1}^{K}\left(\frac{\sum_{j=1}^{K}\left(w_{j}-w_{i}\right) H_{j}}{\left(\sum_{j=1}^{K} H_{j}\right)^{2}}\right)^{2} H_{i}^{2}= \\
\frac{\sum_{i=1}^{K}\left(\sum_{j=1}^{K}\left(w_{j}-w_{i}\right) H_{i} H_{j}\right)^{2}}{\left(\sum_{i=1}^{K} H_{i}\right)^{4}}
\end{gathered}
$$

Hence theorem is proved.

Corollary 1. $\lim _{L \rightarrow \infty} \mathbf{E}\left[\operatorname{am}\left(\vec{C}_{L}\right)\right]=\operatorname{am}(\vec{H})$
Corollary 2. Let $C=\sum_{i=1}^{K} H_{i}$. If $C>0$ then

$$
\begin{gathered}
\operatorname{var}\left[\operatorname{am}\left(\vec{C}_{L}\right)\right]= \\
\frac{1}{L} \cdot \sum_{i}^{K}\left(\sum_{j=1}^{K}\left(w_{j}-w_{i}\right) H_{i} H_{j}\right)^{2} C^{-4}+\mathrm{o}\left(\frac{1}{L}\right)
\end{gathered}
$$

Proof. If $X_{n} \xrightarrow{d} Z$ then for every continuous function $g$ we have $\lim _{n} E\left[g\left(X_{n}\right)\right]=E[g(Z)]$. If we apply this property for function $g(x)=x^{2}$ to conclusion of Theorem 2 then we get

$$
\lim _{L \rightarrow \infty} L \cdot \operatorname{var}\left[\operatorname{am}\left(\vec{C}_{L}\right)\right]=\operatorname{var}\left[\mathcal{N}\left(0, s^{2}\right)\right]=s^{2}
$$

so the Corollary is proved.

## III. Precision of Approximated Histograms

Our goal is to compare the number $\operatorname{am}(\vec{H})$ (see Formula 2) with $\operatorname{am}\left(\vec{C}_{L}\right)$. In section V we shall discuss series of experimental result. For a proper interpretation of obtained result we will use the following measure of error of the estimate $\operatorname{am}\left(\vec{C}_{L}\right)$ :

$$
\operatorname{err}\left(\operatorname{am}(\vec{H}), \operatorname{am}\left(\vec{C}_{L}\right)\right)=\frac{\left|\operatorname{am}(\vec{H})-\operatorname{am}\left(\vec{C}_{L}\right)\right|}{M-m}
$$

Notice that $0 \leq \operatorname{err}\left(\operatorname{am}(\vec{H}), \operatorname{am}\left(\vec{C}_{L}\right)\right) \leq 1$.
Theorem 3. Let $\vec{b}=\left(b_{1}, \ldots, b_{k}\right), \alpha, \beta \in \mathbb{R}$ and $\alpha>0$. Let $\vec{v}=\left(\alpha b_{1}+\beta, \ldots, \alpha b_{k}+\beta\right)$. Then for arbitrary $\vec{x}, \vec{y} \in \mathbb{R}^{k}$ we have

$$
\operatorname{err}\left(\operatorname{am}_{\vec{b}}(\vec{x}), \operatorname{am}_{\vec{b}}(\vec{y})\right)=\operatorname{err}\left(\operatorname{am}_{\vec{v}}(\vec{x}), \operatorname{am}_{\vec{v}}(\vec{y})\right)
$$

Proof. Notice that the distance $M-n$ may be calculated from coefficients $w K$ and $x_{1}$, namely $M-m=\left(w_{K}-w_{1}\right) \frac{K+1}{K}$. For arbitrary $\vec{z} \in \mathbb{R}^{k}$ we have

$$
\begin{gathered}
\operatorname{am}_{\vec{v}}(\vec{z})=\frac{\sum_{i=1}^{k} v_{i} z_{i}}{\sum_{i=1}^{k} z_{i}}=\frac{\sum_{i=1}^{k}\left(\alpha b_{i}+\beta\right) z_{i}}{\sum_{i=1}^{k} z_{i}}= \\
\frac{\alpha \sum_{i=1}^{k} b_{i} z_{i}+\beta \sum_{i=1}^{k} z_{i}}{\sum_{i=1}^{k} z_{i}}= \\
\alpha \frac{\sum_{i=1}^{k} b_{i} z_{i}}{\sum_{i=1}^{k} z_{i}}+\beta=\alpha \cdot \operatorname{am}_{\vec{b}}(\vec{z})+\beta .
\end{gathered}
$$

Therefore

$$
\begin{aligned}
& \operatorname{err}\left(\operatorname{am}_{\vec{v}}(\vec{x}), \operatorname{am}_{\vec{v}}(\vec{y})\right)=\frac{\left|\operatorname{am}_{\vec{v}}(\vec{x})-\operatorname{am}_{\vec{v}}(\vec{y})\right|}{\left(v_{k}-v_{1}\right) \frac{K+1}{K}}= \\
& \frac{\alpha\left|\operatorname{am}_{\vec{b}}(\vec{x})-\operatorname{am}_{\vec{b}}(\vec{y})\right|}{\alpha\left(v_{k}-v_{1}\right) \frac{K+1}{K}}=\operatorname{err}\left(\operatorname{am}_{\vec{b}}(\vec{x}), \operatorname{am}_{\vec{b}}(\vec{y})\right) .
\end{aligned}
$$

From this theorem we deduce that investigation of errors of estimator of average values based on probabilistic counters may be reduced to such data, where the middle points
$\left(w_{i}\right)_{i=1, \ldots, K}$ are fixed and are equal to $\vec{b}=(1,2, \ldots, K)$. In this case we have

$$
\operatorname{am}_{\vec{b}}(\vec{x})=\frac{\sum_{i=1}^{K} i \cdot x_{i}}{\sum_{i=1}^{K} x_{i}}
$$

and (see Corollary 2) var $\left[\operatorname{err}\left(\operatorname{am}(\vec{H}), \operatorname{am}\left(\vec{C}_{L}\right)\right)\right] \approx$ $h\left(H_{1}, \ldots, H_{K}\right)$ where

$$
h\left(x_{1}, \ldots, x_{K}\right)=\frac{1}{L \cdot(K+1)^{2}} \frac{\left(\sum_{j=1}^{K}\left(\sum_{i=1}^{K}(j-i) x_{i} x_{j}\right)\right)^{2}}{\left(\sum_{i=1}^{K} x_{i}\right)^{4}}
$$

Theorem 4 implies that when $\sum_{i=1}^{K} H_{i}=C$ is fixed, then the function $h$ attached its maximum value at point $\vec{c}=\left(\frac{C}{2}, 0, \ldots, 0, \frac{C}{2}\right)$. In this case we have $h(\vec{c})=\frac{1}{8 L} \frac{(K-1)^{2}}{(K+1)^{2}}$. This case of highly concentrated data at two extremal values will be carefully discussed is Section V where we present results of numerical experiments.

In the case when $H_{i}=a$ for each $i=1, \ldots, K$ we have $h(a, a, \ldots, a)=\frac{1}{12 L} \frac{K^{2}-1}{K(K+1)^{2}} \leq \frac{1}{12 \cdot L \cdot K}$.

## IV. Algorithm

In this section we show a pseudo-code of a a discussed in this paper algorithm. This algorithm is used by every node in the network. We assume that the communication in the network is divided into rounds and that in each round each pair of connected nodes can exchange information in both directions.

The input of this algorithm are:

1) $D$ : upper approximation of a diameter of a network
2) m : minimal value of observed data
3) M : maximal value of observed data
4) K : number of sub-intervals dividing the range $[m, M]$
5) L: number of exponential random variables connected with each subintervals
We assume the in an initial phase, before running this algorithm an another algorithm calculate numbers $m$ and $M$. W also assume that the number $D$ is known. In fact, it is sufficient to know some upper bound on the network diameter, because this algorithm stabilize (no new messages is send) after $D^{*}$ where $D^{*}$ is the precise network diameter. Both numbers $K$ and $L$ have influence on the precision of obtained estimator of the average of observable data.
```
function CountAvgMEAN(D,m,M,K,L)
    // Initialization
    T = observed value
    for a=1 ...K do
        for j=1 ...L do
            X[a][j] = +\infty;
        end for
```

```
    end for
    \(\Delta=M-m\)
    find \(a\) such that \(T \in\left[m+\frac{\Delta}{K}(a-1), m+\frac{\Delta}{K} a\right]\)
    for \(j=1 \ldots L\) do
    \(\mathrm{X}[\mathrm{a}][\mathrm{j}]=\) RandomExp(1)
    end for
    send pair ( \(\mathrm{a}, \mathrm{X}[\mathrm{a}]\) ) to all neighbors
    // broadcasting loop
    for \(I=1 \ldots D\) do
    \(\mathrm{C}=\mathrm{X} ;\)
    for all received ( \(\mathrm{a}, \mathrm{Y}\) ) do
            for \(\mathrm{j}=1 \ldots \mathrm{~L}\) do
                \(\mathrm{C}[\mathrm{a}][\mathrm{j}]=\min (\mathrm{C}[\mathrm{a}][\mathrm{j}], \mathrm{Y}[\mathrm{j}])\)
            end for
    end for
    for \(\mathrm{a}=1 \ldots \mathrm{~K}\) do
        if \(C[a] \neq X[a]\) then
                \(X[a]=C[a]\)
                send pair ( \(\mathrm{a}, \mathrm{X}[\mathrm{a}]\) ) to all neighbors
            end if
        end for
    end for
    // final calculations
    for \(\mathrm{a}=1 \ldots \mathrm{~K}\) do
        \(\mathrm{S}[\mathrm{a}]=0 ;\)
        for \(\mathrm{j}=1 \ldots \mathrm{~L}\) do
        \(S[a]=S[a]+X[a][j]\)
    end for
    \(\mathrm{H}[\mathrm{a}]=(\mathrm{L}-1) / \mathrm{S}[\mathrm{a}]\)
    end for
    \(\mathrm{S} 1=\sum_{i=1}^{K}\left(m+\frac{\Delta}{K}\left(i-\frac{1}{2}\right)\right) H[i]\)
    \(\mathrm{S} 2=\sum_{i=1}^{K} H[i]\)
    return \(\mathrm{S} 1 / \mathrm{S} 2\)
end function
```


## V. Experiments

At the end of Sec. III we showed that we should check the precision of proposed estimator on a symmetric distribution concentrated on two points. This case will be discussed in Sec. V-A. In the next section we will show how our estimator behaves on randomly distributed data.

Let us notice that in out experiments we take into account both kinds of errors. The first one is due to the discretization error (see Thm. 1) and is controlled by the number $K$ of subintervals representing data. The second one is due to probabilistic nature of probabilistic counters and it is controlled by the number $L$ of of probabilistic counters attached to every sub-interval.

## A. Worst case

Fig. 1 depicts the outcomes of the experiments of the worst case data for different network sizes $n$ varying from 50 to 10000 with step 10 . For each $n$ we performed 100 independent experiments where $n / 2$ nodes have the value 0 and the remaining $n / 2$ the value 1 . The parameters were set
to $K=4$ and $L=50$. We can observe that in all experiments our algorithm counts the average with $20 \%$ precision.

Fig. 2 shows the maximal and average errors for these experiments as a function of the network size. We can observe that regardless of the number of nodes in almost all experiments the average is counted with $20 \%$ precision and the mean error is about $5 \%$.


Fig. 1. Errors of algorithm CountAvgMEAn with parameters $K=4$, $L=50$ for data concentrated on end points with respect to the number of nodes in the network.


Fig. 2. Maximal and average errors of algorithm COUNTAVGMEAN with parameters $K=4, L=50$ for data concentrated on end points with respect to the number $n$ of nodes in the network. For each $n$ we run 100 experiments.

Finally, Fig. 3 and 4 show the results of experiments performed for data concentrated at two extremal points, where a fraction $p$ of $n$ nodes have value 0 and $(1-p)$ value 1 for $n=100,1000$ and 10000 and for $p$ from the set $\{0.05 i: 1 \leq i<20\}$. As previously we chose $K=4$ and $L=50$. For each $n$ and $p 1000$ independent experiments were performed. We can observe that both mean and maximal error of the proposed estimator don't depend on the network size and decrease as the distribution of the values becomes more skewed.

## B. Uniform and Normal Distribution

Fig. 5 presents the outcomes of the experiments for different network sizes $n$ for the case where the randomly generated data are distributed uniformly over the unit interval. We performed 100 independent experiments for each $n$ in the range from 50 to 5000 with step 10 . In each experiment the


Fig. 3. Mean errors of algorithm CountAvgMean with parameters $K=4$, $L=50$ for data concentrated on end points with respect to the fraction $p$ of nodes with minimal value. Experiments were repeated independently 1000 times for networks of size 100,1000 and 10000.


Fig. 4. Maximal errors of algorithm CountavgMean with parameters $K=$ $4, L=50$ for data concentrated on end points with respect to the fraction $p$ of nodes with minimal value. Experiments were repeated independently 1000 times for networks of size 100, 1000 and 10000.
interval between the minimal and maximal value was split into $K=20$ equal sub-intervals and $L=20$ probabilistic counters were used. The maximal and average errors as a function of the network size are shown in Fig. 6. We can see that for each $n$ the mean error of our estimator is below $2 \%$ and in all experiments the approximation error doesn't exceed $8 \%$.


Fig. 5. Errors of algorithm CountavgMean with parameters $K=20$, $L=20$ for randomly generated data from uniform distribution over $[0,1]$. with respect to the number of nodes in the network.


Fig. 6. Maximal and average errors of algorithm CountavgMEan with parameters $K=20, L=20$ for randomly generated data from uniform distribution over $[0,1]$. with respect to the number $n$ of nodes in the network. For each $n$ we run 100 experiments.

We performed similar experiments to the previous one for random data following the normal distribution with mean 1000 and the variance equals to 100 . As before, for each network size $n$ between 50 and 5000 (with step 10) we ran 100 independent simulations with the same choice of parameters (i.e. $K=L=20$ ). Fig. 7 and 8 depict the errors of the individual experiments and the maximal and average errors for each $n$, respectively. Observe that in this case the average is estimated with $5 \%$ precision.


Fig. 7. Errors of algorithm CountAvgMEan with parameters $K=20$, $L=20$ for random data following normal distribution with mean equal to 1000 and variance 100 with respect to the number of nodes in the network.

## VI. Proofs

Lemma 1. Suppose that $X_{L} \sim \operatorname{Erl}(L, m)$, where $L>2$. Let $Y_{L}=\frac{L-1}{\sqrt{X}}$. Then $\mathbf{E}\left[Y_{L}\right]=m$, $\operatorname{var}\left[Y_{L}\right]=\frac{m^{2}}{L-2}$ and the sequence $\sqrt{L}\left(Y_{L}-m\right)$ converges in distribution to the normal distribution $\mathcal{N}\left(0, m^{2}\right)$.

Proof of this lemma is skipped and due to restrictions on the length of the article.
Theorem 4. Let $c>0, k \geq 2, \Sigma_{c, k}=\left\{\vec{x} \in \mathbb{R}^{k}: \sum_{i=1}^{k} x_{i}=\right.$ $\left.c \wedge \bigwedge_{i=1}^{k}\left(x_{i} \geq 0\right)\right\}$ and

$$
f\left(x_{1}, \ldots, x_{k}\right)=\sum_{j=1}^{k} x_{j}^{2}\left(\sum_{i=1}^{k}(j-i) x_{i}\right)^{2} .
$$



Fig. 8. Maximal and average errors of algorithm CountavgMean with parameters $K=20, L=20$ for random data following normal distribution with mean equal to 1000 and variance 100 with respect to the number $n$ of nodes in the network. For each $n$ we run 100 experiments.

Let $\vec{b}=\left(\frac{c}{2}, 0, \ldots, 0, \frac{c}{2}\right) \in \Sigma_{c, k}$. Then $f(\vec{b})=\sup \{f(\vec{x}): \vec{x} \in$ $\left.\Sigma_{c, k}\right\}$ and $f(\vec{b})=\frac{(k-1)^{2} c^{4}}{8}$.
Proof. Notice that $\Sigma_{c, k}$ is a compact subset of $\mathbb{R}^{k}$ and that $f$ is a continuous function on $\Sigma_{c, k}$. Therefore there exists a point $\vec{b} \in \Sigma_{c, k}$ such that

$$
f(\vec{b})=\sup \left\{f(\vec{x}): \vec{x} \in \Sigma_{c, k}\right\}
$$

We shall prove that $f(\vec{b})=f\left(\left(\frac{c}{2}, 0, \ldots, 0, \frac{c}{2}\right)\right)$.
Lemma 2. Suppose that $\vec{x}=\left(x_{1}, \ldots, x_{k}\right) \in \Sigma_{c, k}, 1<l<k$ and $x_{l}>0$. Let

$$
\overrightarrow{x^{\prime}}=\left(x_{1}+\frac{k-l}{k-1} x_{l}, x_{2}, \ldots, x_{l-1}, 0, x_{l+1}, \ldots, x_{k-1}, x_{k}+\frac{l-1}{k-1} x_{l}\right)
$$

Then $f(\vec{x}) \leq f\left(\overrightarrow{x^{\prime}}\right)$.
We omit the proof of this lemma. We show only main hint: namely if we define $I_{j}\left(y_{1}, \ldots, y_{k}\right)=\sum_{i=1}^{k}(j-i) y_{i}$ then we have $I_{j}\left(\overrightarrow{x^{\prime}}\right)=I_{j}(\vec{x})$ for each $j=1, \ldots, k$.

From Lemma 2 we deduce that the maximal value of the function $f$ on the set $\Sigma_{c, n}$ is attached on the subset $\{(a, 0, \ldots, 0, c-a): 0 \leq a \leq c\}$. Let us observe that

$$
f(\alpha, 0, \ldots, 0, c-\alpha)=2(k-1)^{2} \alpha^{2}(c-\alpha)^{2} .
$$

Therefore the function $g(\alpha)=f(\alpha, 0, \ldots, 0, c-\alpha)$ reaches its maximum on the interval $[0, c]$ at point $\alpha=\frac{c}{2}$ and $g\left(\frac{c}{2}\right)=$ $\frac{(k-1)^{2} c^{4}}{8}$. Hence the theorem is proved.

## VII. Conclusions and Future Works

The proposed in paper method of counting the average value in distributed environment may be summarize as follows: represent data by a histogram of $K$ bins and use a sequence of $L$ independent probabilistic counters connected with each bin to count approximately the number of balls in each bin. This can be done in an efficient way using broadcasting and the extreme propagation technique. The worst case for the proposed method are symmetric data concentrated at two points. Using 200 probabilistic counters we get a precision of order $20 \%$. However, at the end of algorithm each node has
at its disposal an approximated histogram, so it can recognize this phenomena may take appropriate action.

In the further work we are planning to to investigate the best strategy for choosing optimal parameters $K$ and $L$ given the constrain $K \cdot L=C$ and to extend our method to other aggregates than the mean value.
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